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Abstract. This paper presents a generative system for the automatic creation of
video game levels. Our approach is novel in that it allows high-level design goals
to be expressed in a top-down manner, while existing bottom-up techniques do
not. We use the FI-2Pop genetic algorithm as a natural way to express both con-
straints and optimization goals for potential level designs. We develop a genetic
encoding technique specific to level design, which proves to be extremely flexi-
ble. Example levels are generated for two different genres of game, demonstrating
the system’s broad applicability.
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1 Introduction

Procedural content creation, which is the algorithmic generation of game assets nor-
mally created by artists, is becoming increasingly important in the games industry [1].
Not only does this automation provide a way to produce much more content than would
be possible in the typical game development process, but it could also allow for game
environments to be adapted to individual players, providing a more personalized and
entertaining experience.

Current level generation techniques [2, 3] tend to be bottom-up, rule-based systems
which iterate over a set of production rules to construct an environment. These rules
must be carefully crafted to create playable levels, and design goals are restricted to the
emergent behaviour of the rule set. Furthermore, these techniques are extremely idio-
syncratic; no standard toolbox or library exists for game content generation, and every
game requires the construction of a specialized algorithm. These factors result in level
generation systems that can take more effort to construct than the levels themselves [1].

We describe an approach that avoids these issues by allowing designers to spec-
ify the desired properties of the generated level, instead of requiring them to specify
the details of how levels are assembled. This is done using a Feasible-Infeasible Two-
Population (FI-2Pop) genetic algorithm [4], which is an evolutionary technique that
proves to be well suited to the present domain. Level designers specify a set of con-
straints, which determine the basic requirements for a level to be considered playable.
The “infeasible population” consists solely of levels which do not yet satisfy all these
constraints, and these individuals are evolved towards minimizing the number of con-
straints violated. When individuals are found to satisfy all the constraints, they are



moved to the “feasible population” where they are subjected to a fitness function that
rewards levels based on any criteria specified by the level designers. Essentially, this
population is for generating levels that are not only playable, but also fun.

A simple, yet expressive genetic encoding for levels is presented, based on the spec-
ification of simple design elements. These design elements are the building blocks used
by the GA to construct the level. We argue for the flexibility of this encoding by pro-
viding encodings for two different types of games: one is the 2D platformer Super
Mario Bros [5], and the other is an exploration-adventure game similar to The Legend
of Zelda [6]. With these encodings, we are able to evolve levels that satisfy a number
of game-specific constraints and, furthermore, are fun. To measure how enjoyable a
level is, we use a generic model of challenge-based fun described in previous work [7],
and we apply this model to the generated levels of both types of games. Early results
indicate that our approach is indeed useful and likely to be widely applicable.

2 Previous Work

Generative systems are often used to as a means to theoretically analyze the nature of
games, as opposed to simply providing a way to create more game content. Togelius
and Schmidhuber use GAs to generate novel game designs [8] that are subsequently
evaluated with a neural net to test how fun they are, relying on the hypothesis that
machine-learnable games are more entertaining. Similarly, Yannakakis and Hallam [9]
explore the relationship between difficulty and fun by generating computer opponents
of varying degrees of skill. Smith et. al. [10] share our goal of automatically generat-
ing game levels for 2D platformers; however, they use a generative grammar, which
is a bottom-up, rules-based approach to constructing game levels which is tied to this
specific genre. Pedersen et al. [11] generate levels for 2D platformers with the goal of
modeling player experience. Their model suggests how player behaviour and player fun
are related, however it does not provide any details on how specific level configurations
(at the local level) influence player enjoyment and it is unclear how this model would
effectively inform an automated level generation process. As well, their generative tech-
nique is restricted to the genre of 2D platformers.

In general, these applications of generative systems employ specific algorithms that
are tailored to address precisely defined research questions in a single domain, whereas
our goal is to present a widely applicable framework, usable in a variety of contexts.

3 Implementation

3.1 Feasible-Infeasible Two-Population Genetic Algorithm

Optimization is clearly an aspect of level design; game levels are constructed in order
to maximize the amount of fun a player experiences. However, levels generally consist
of a spatial arrangement of rooms, platforms, doors, and other components, and if these
elements do not align properly, the entire level can become unplayable. For these rea-
sons, the process of game design must be seen as both and optimization problem and
a constraint satisfaction problem. GAs are effective in solving high-dimensional opti-
mization problems, but are, in general, ineffective when tasked with solving constraint



satisfaction problems [12]. Gradual, incremental improvement becomes impossible if
there are too many constraints on the feasibility of the levels, and this causes the evolu-
tionary algorithm’s performance to suffer. Conversely, the nuanced and complex notion
of fun does not lend itself readily to the simple finite-domain predicates required by
most constraint solvers.

Kimbrough et al. [4] present the Feasible-Infeasible Two-Population genetic algo-
rithm (FI-2Pop) as an effective way to address these problems. FI-2Pop maintains two
separate populations, one containing only feasible solutions and the other containing
only infeasible solutions. Any solution that satisfies each specified constraint is moved
into the feasible population, and any solution that violates a constraint as a result of mu-
tation or crossover is moved into the infeasible population. FI-2Pop therefore requires
two different fitness functions: the first is a typical optimization function that drives in-
cremental changes towards a global optimum; the second fitness function is specifically
for generating individuals that satisfy a set of constraints. Kimbrough et al. suggest that
even a simple operation, such as counting the number of constraints violated, serves
as an effective way to guide the population towards feasibility. We essentially follow
this approach by summing up a set of individual constraint functions, which are each
responsible for measuring a specific kind of constraint violation.

The two populations exert evolutionary pressure on one another through frequent
migration, and because infeasible individuals are not simply killed off, a degree of ge-
netic diversity can be maintained. Because level design criteria generally consist of a
number of hard constraints and a number of soft, high-level goals, we find the FI-2Pop
GA to be well suited to our domain. Though a multitude of evolutionary techniques
have been developed to address similar concerns [13], FI-2Pop is a technically straight-
forward and conceptually simple approach to handling heavily constrained optimization
problems. The choice of this particular algorithm is not the central contribution of this
work; it is important to emphasize that, with our generic genotype encoding, we will be
able to employ a more sophisticated and efficient algorithm should it prove necessary.

3.2 Genetic Representation

Because we desire this system to maintain as much generality as possible, care must
be taken in the design of the genotype. Our genotype is therefore based on the notion
of a design element (DE). DEs are small, composable building blocks that represent
logical units of levels. For example, the DE for a game like Breakout [14] would be
an individual block. DEs can be parameterized; the Breakout block DE could have
parameters for both x and y coordinates, as well as for its physical properties. DEs do
not have to be atomic, and can be specified at any level of abstraction. For example, a
DE might be defined to create a star pattern of blocks, which would be parameterized
by the size of the star. Essentially, DEs constitute a one-to-one genotype-to-phenotype
mapping, as they literally describe a physical level element. They are therefore simple
to define, and their behaviour is easy to predict.

The genotype representation consists of a variable-size set of these design elements.
To allow for the use of typical variable-point crossover, we must impose an order onto
the set to treat it as a linear genotype. The DEs can be sorted by an arbitrary function
of their parameters, but crossover is most effective when genes exhibit strong genetic



linkage [15]. It is therefore best to sort the genotype in such a way that will tend to keep
mutually influential genes together, maximizing the probability that beneficial arrange-
ments of genes are not disrupted by crossover. Because level design is largely spatial
in nature, we sort based on the coordinate parameter of the design elements, with the
expectation that mutually influential genes will predominately represent level elements
that are in close proximity. The sorting decision is especially straight-forward in the case
of games such as 2D platformers; because all level elements are principally arranged
along the horizontal axis, we sort the genotype based on the = coordinate. However, the
second example we provide demonstrates that our approach is not restricted to linear
games and indeed works in two-dimensional situations as well.

Our mutation operator adjusts an arbitrary parameter of a random design element
gene in a genotype. Continuous values, such as height or width, are displaced using a
normal distribution with variance derived from their permissible range, and categorical
values are simply given a new permissible value.

3.3 Fitness Function

To generate enjoyable levels, we employ a fitness function that is able to identify how
fun a given level is. Certainly, the notion of fun is exceedingly complex and difficult
to define precisely. However, as a starting point, we can identify aspects of fun that
are more tractable for computational analysis. For example, a large number of theo-
rists [16—19] identify the presence of an appropriate level of challenge as integral to
nature of fun in games. This is particularly true for a skills-based action game such as
Super Mario Bros. Broadly speaking, a player has the most fun when presented with
challenges that are neither too easy nor too difficult. We currently use a generic model
of player enjoyment that is not restricted to a particular game, and is discussed in more
detail in [7]. The model does not require any genre-specific information, instead it re-
lies only a simple challenge measurement, ¢(t) to determine the perceived difficulty a
player experiences at time ¢, and rewards levels for matching a desired challenge con-
figuration. In other words, this model is used to characterize the amount of fun, f, that
is acquired by a player throughout the course of a level. The model is summarized in
Equation (1).

i% = m * c(t) (1)

The variable m can take the value of +1 or —1, and represents two important states
of the model at a given time. When m = 1, the amount of fun measured increases with
the challenge measurement. However, when m = —1, challenge serves to reduce the
amount of fun. We specify threshold values that determine when the value m changes.
When the amount of challenge in a given time period has exceeded the upper thresh-
old, m becomes negative. Conversely, if not enough challenge has been measured , as
determined by the lower threshold, m becomes positive. This model, in practice, tends
to reward level designs that interpose periods of high difficulty with segments of low
difficulty, and even though the challenge metric and model of fun are rough approx-
imations to reality, they have been constructed in a principled manner and appear to



produce acceptable results. Devising and characterizing such fitness functions is cer-
tainly a difficult question and will continue to be a topic for future study. We must
emphasize, however, that our framework does not necessarily depend on any particular
characterization of level quality. Indeed, any fitness function can be created to express
the subjective design goals of the game developer.

4 Validation Results

4.1 Super Mario Bros.

Our first example of this genetic encoding is based on the original Super Mario Bros.
(SMB) [5]. SMB is a 2D platformer game, in which levels consist of an arrangement of
platforms and enemies. Inspecting existing levels from the original game, we identify a
number of design elements occur frequently, which are shown in Figure 1:

1. Block(z,y). This DE is a single block, parameterized by its x and y coordinate.

2. Pipe(z, height, piranha). A pipe serves as both a platform and a possible con-
tainer of a dangerous piranha plant.

3. Hole(x,width). This specifies a hole of a given width in the ground plane.

4. Staircase(x, height, direction). Staircases are common enough to warrant a ded-
icated DE. The direction specifies whether the stairs are ascending or descending.

5. Plat form(x,width, height). This specifies a raised platform of a given width and
height.

6. Enemy(x). This specifies an enemy at the given horizontal location.
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Fig.1. The 6 DEs for SMB level design. Clockwise from top-left: block, pipe, hole, enemy,
platform, and staircase DE.

In addition to the DEs, we provide the following constraint functions for the infea-
sible population:



1. require-exactly(n,type). This function allows designers to specify the desired
number of certain types of design elements to be present in individuals. As a
penalty, it returns the absolute difference between the counted number of instances
of type and the desired amount n.

2. require-at-least(n,type). This function penalizes levels that contain less than n
of a given type, returning 0 if n > type and returning type — n otherwise.

3. require-at-most(n, type). This function penalizes levels that contain more than n
of a given type, returning 0 if n < type and returning n — type otherwise.

4. require-no-overlap(types, types, ...). This function states that the specified types
are not to overlap in the phenotype. It is, therefore, only relevant for design elements
that contain a notion of location and extent. In the present example, we specify that
pipes, stairs, enemies, and holes should not overlap one another. As a penalty, the
number of overlapping elements is returned.

5. require-overlap(types, types). Though similar to function 4, this function spec-
ifies that type; must overlap types, though types need not necessarily overlap
type;. We use this function to require that platforms must be positioned above
holes. The number of type; elements that do not overlap with a types element is
returned.

6. traversible(). This function is to ensure that a player can successfully traverse the
level, meaning that there are no jumps that are too high or too far for the player
to reach. This is determined using a simple greedy search between level elements.
The penalty is the number of elements from which there is no subsequent platform
within a specified range, that is, the number of places a player could get stuck.

All the previous functions are specified such that a value of 0 reflects a satisfied
constraint and a positive value denotes how severely a constraint is violated. Therefore,
any individual level that is given a score of 0 by all of the above functions is considered a
feasible solution and is moved into the feasible population for further optimization.The
feasible population is evaluated using our generic model of challenge-based fun. We
adapt this model to 2D platformers by providing a method for estimating challenge at
any given point in a level. This is done by a function that returns a challenge value for
each jump required between platforms, with difficult jumps being rated higher, and a
set constant for each enemy in the level.

With no pressing concern for efficiency, we choose to set the mutation rate to 10%
of individuals per generation and to generate the rest via crossover, using tournament
selection of size 3. Finally, following the convention of Kimbrough [4], we limit the
sizes of the infeasible and feasible populations to 50. Our stopping criterion is reached
if the fitness of the levels does not improve for twenty generations. Figure 2 depicts
some resulting levels.

A significant advantage of the evolutionary approach is the adaptability of the so-
lution. For example, it is possible for an artist to hand-craft certain portions of a level,
and have the GA automatically fill in the gaps according to the specified constraints.
Consider the manually-created arrangement and the resulting evolved level in Figure 3.
No extra functionality was needed to provide this behaviour; the genotype was simply
hard-coded to always include the user-specified arrangement of DEs.



Fig. 2. Two different levels, created in 892 and 3119 generations, respectively. The number of
staircases, platforms, and enemies are specified through constraints. On a mid-range dual-core
laptop, the running time was for each was less than 30 minutes.

Fig. 3. An explicitly specified arrangement of platform DEs (left) is automatically wrapped in a
surrounding hole (right).

4.2 2D Adventure Game

A major disadvantage of typical generative systems is that they are restricted to a single
application. Any improvements to the generative technique will benefit only that partic-
ular application. We claim that our evolutionary framework provides the ability to factor
out some of the generative logic from any game-specific context. For this to be the case,
it must be relatively simple to express a variety of different game design goals without
requiring fundamental changes to the underlying system. As a proof-of-concept exam-
ple in support of this claim, we present a set of constraints for the evolution of levels
for a simple top-down 2D adventure game similar to The Legend of Zelda [6].
The levels for this game will be constructed from three design elements:

1. Hallway(z,y,length,direction). This codes for a hallway of a given length,
whose direction can either be vertical or horizontal.

2. Room(xz,y,width, breadth). This creates a rectangular room of the specified size.

3. Monster(z,y). This creates a monster at a given coordinate.

The genotype and the mutation and crossover operators are the same as in the pre-
vious example. Even though the coordinates of the design elements must now be ex-
pressed as (x,y) pairs instead of as a single x coordinate, we find that sorting by z to
linearize the genotype produces acceptable results.

We specify two constraints for this simple game:

1. connected(start,end). Returns 0 if there is a 4-connected path between the start
and end points. Otherwise, penalizes levels for the minimum distance between the
two areas reachable from the start and end points. In other words, levels that are far
from being connected are penalized more than areas that are nearly connected.



2. require-overlap(types, types). We use this constraint, introduced in the 2D plat-
former experiment, to ensure monsters are located in rooms or hallways. The num-
ber of monsters that do not overlap hallways or rooms is returned.

To evaluate the challenge of a level, we simulate a player’s traversal of the level from
the start to the end point, using a standard A* search algorithm. Challenge is determined
to be the number of monsters within a given radius at a given point along this traversal
path. With this measurement in place, we are able to employ the same fitness function
as specified in Section 3.3. Several runs of the algorithm are presented in Figure 4.

Fig. 4. A small and a large level, created in 1629 and 2330 generations, respectively. The starting
point is labeled A and the goal is labeled B. On a mid-range dual-core laptop, the running time
was for each was less than an hour.

With very little extra effort, one can see levels generated for an entirely different
type of video game. The generic fitness function has resulted in creating rooms contain-
ing clusters of enemies, interspersed with areas containing none, in a manner that could
be expected from a human-designed level. A bottom-up, rules-based approach would
have necessitated an entirely new set of production rules, but our approach has allowed
us to re-use the same genetic algorithm, fitness function, and even some constraints.

5 Discussion

The apparent simplicity of the two examples provided should not obscure the fact
that this approach represents a promising alternative to current generative techniques.
Firstly, the optimization fitness function allows the intended player experience to be
represented explicitly. In other words, instead of specifying how levels are assembled,
game designers may simply indicate the particular properties that levels should have. In
this way, levels are described declaratively rather than procedurally; instead of treating
player experience as an incidental side-effect of the level creation process, the fitness
function provides an effective means of handling it directly.



Furthermore, this approach does not exclude the possibility of other, complemen-
tary design techniques. Where rule-based generative systems tend to operate in isola-
tion, GAs can work well when used in conjunction with other techniques. As we have
shown, game designers are able to hand-craft particular portions of a level without being
required to make any changes to the system. This same idea could be used to interface
with other generative systems, either to glue together elements generated elsewhere, or
to directly manipulate and optimize the systems themselves.

Another advantage is that this approach is quite modular; constraints, optimizations,
and design elements can be added or removed individually. This makes it easier to adjust
and test the behaviour of the genetic search.

In a broad sense, this approach factors out the generative algorithm from a particular
game artefact. The drive to abstract and generalize implementation details is essential to
modern software development, and this practice is used heavily in game development.
Features such as 3d animation, physics, and artificial intelligence tend to be handled by
third party game engines and are no longer developed from scratch. In the same way that
game designers are now able to declaratively specify the specific graphical or physical
properties of a given aspect of a game, expecting these properties to be properly handled
by the underlying engine, we argue that our approach models a way in which this could
be done for level generation. Simple constraints, fun optimization functions, and design
elements can be defined for a particular game with no real concern for exactly how
these constraints are to be satisfied. Since it is more than likely that games will have
many constraints in common (for example, connectivity is a concern in many different
types of games), it is possible that these units can be shared among games.

6 Future Work and Conclusion

There are many promising avenues for future work in the area of automated game level
generation. Simply continuing to devise constraints and optimization functions for var-
ious types of games would likely prove fruitful in evaluating the general applicability
of this approach. For example, our current operational definition of fun only accounts
for challenge dynamics, which is certainly only one component of fun. A more compre-
hensive model of fun would need to be employed to account for the presence of game
elements not relating directly to challenge, such as collectible rewards. Also, though
this paper focuses on proof-of-concept examples rather than on efficiency, a more rigor-
ous comparison of the performance characteristics of the FI-2Pop GA to other possible
evolutionary techniques would certainly be worthwhile.

It is also our hope that our method will serve as a useful environment in which
to experiment with theoretical conceptualizations of game design. We believe that the
ability to explicitly realize models of enjoyment in games will contribute to furthering
knowledge in that field. In the same way that simple computational models can serve
to elucidate the dynamics of otherwise complex natural phenomena [20], it is possi-
ble that models of fun will serve to illustrate fundamental principals of game design.
Preliminary work of this nature is introduced in [7], where a model of challenge-based
fun in games is explored in more detail. Our generic level generation framework would
certainly contribute to this ongoing research.



Even though this work is presently in an exploratory stage, it already exhibits en-
couraging results and can be viewed as a prototype for a practical tool to assist level
designers. Much work is yet to be done, and we anticipate that our general top-down
approach to level generation will offer much to the practice and theory of game design.
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