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Abstract 
We present the interactive multi-agent system Chatterbox, as 
part of the sound art installation Translanguaging, exploring 
the notion of translanguaging as a mediation of multilingual 
and intercultural communication. We discuss the act of lan-
guaging as a dual process comprising both semantic language 
communication, as well as paralanguage that relates to the af-
fective, personal, and cultural aspects related to translanguag-
ing. Through the creation of the Chatterbox agent, generating 
gibberish vocal streams devoid of semantic content, we aim 
at highlighting the paralinguistic dimension of languaging. 
The agent model comprises a kind of gradient map, clustering 
a segmented corpus of vocal sounds in the latent space of a 
self-organized map, according to its paralinguistic finger-
print. We utilize Factor Oracles for the creative generation of 
novel utterances of paralanguaging gibberish by the agent. In-
corporating simple subsumption architecture inspired rules, 
we further moderate the interaction between the gibberish 
agents, creating rich and complex multi-agent behavior in 
“paralanguaging discussion”. We outline the artistic and tech-
nical considerations in developing our Chatterbox agent 
throughout the paper. We share several observations made 
throughout the process of creating the Chatterbox agent, high-
lighting some of the connections between the notion of 
(trans)languaging and the implementation of our model. 
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Introduction 
In an attempt to understand the world around us, mankind 
has explored both the world through an objective perspec-
tive of the natural sciences, as well as how we make sense 
of this world through the subjective perspectives of the ex-
perience offered by the humanities and social sciences. The 
cognitive sciences have explored a plethora of viewpoints 
and cognitive models, from the computational theory of 
mind, information processing, and symbolism (e.g., 
Rescorla 2017), to more embodied forms of cognition, the 
perception-action relationships, and connectionism (e.g., 
Varela, Thompson, and Rosch 2017; Noë 2004). The devel-
opment towards embodied cognitive paradigms has also 

seen parallel lines of thought arise in the field of music cog-
nition (Leman 2008), and particularly the connection be-
tween perception and action is reflected through changes in 
concepts, such as the development of the term musicking.  
 The term musicking was coined by musician and educator 
Christopher Small (1998), and challenges the notion of mu-
sic as a thing. Instead it proposes to think of music as an ac-
tivity, where the act of musicking is inclusive of all aspects 
and actors involved in a musical performance, comprising 
not only the performance, but also involving the listening, 
rehearsing, practicing, and composing. In breaking the lin-
guistic barriers and making music into a verb, Small has 
opened up new conceptual possibilities of how we think 
about music and the meaning that emerges out of the rela-
tions between the various acts and actors involved in its cre-
ation. 
 It is in this spirit that the collaborative project 
Translanguaging developed, comprising two interactive 
sound installations. The project was inspired by the research 
on translanguaging in learning by Prof. Angel Lin, Prof. 
Danièle Moore and Prof. Diane Dagenais as part of an inter-
disciplinary collaboration at the Faculty of Education, 

Figure 1. The camera and visualization used for Gesture-wording. 



Simon Fraser University, conceived and led by Dr. Aaron 
Liu-Rosenbaum as Creative-in-Residence. The act of lan-
guaging was interpreted in line with the act of musicking, 
thinking of language not as an object but rather as an activ-
ity. The term translanguaging here refers to how multilin-
gual speakers employ their multiple languages in the act of 
communicating, and how language use and language learn-
ing for multi-linguals become a negotiation amongst the dif-
ferent languages in one’s repertoire, all of which co-exist 
symbiotically (Lin and He 2017).  
 These ideas were explored through sound, image, and 
gesture, resulting in a two-part interactive sound installa-
tion. The first part presented a Gesture-wording interactive 
installation (see Figure 1). Here visitors could “perform” 
new instances of words and phrases through the act of ges-
turing, exploring a virtual latent-space of vocal sounds. Sim-
ultaneously projected on the wall were spectral images of 
the respective frequencies contained in these “new words”, 
visualizing the actions performed. In this way, gesture was 
de-materialized into sound, and sound was re-materialized 
into image in a multi-modal experience of languaging. 

The second part of the installation, and the focus of this 
paper, invited visitors to join a gibberish conversation with 
four loudspeaker-agents (see Figure 2). Each loudspeaker 
presented a different software agent with its own “languag-
ing” personality that spoke a gibberish language re-con-
structed from an actual language. Through the sound of their 
respective voices, the visitors and loudspeaker-agents had to 
negotiate when it was their turn to speak, being both polite 
in awaiting their turn as well as sometimes a little rude in 
anticipation and interrupting.  

Conceptualizing a Chatterbox 
The project evolved around the creation of a system, named 
Chatterbox – a gibberish-languaging agent in a multiagent 
system. The system culminated in an installation, where vis-
itors were invited to join a gibberish conversation with four 
loudspeaker-agents (see Figure 2). Each loudspeaker was 
driven by a unique instance of Chatterbox and presented a 
unique “languaging” agent that spoke gibberish recon-
structed from an actual language.  

According to Truax (2016), when listening to language, 
we may speak of a form of dual processing where we per-
ceive two streams of information simultaneously. An audio 
stream of a voice when speaking affords a listener with both 
semantic meaning through the organization of vocal sound, 
as well as paralanguage – those aspects of language that 
communicate how something was said. The paralanguage 
information stream comprises features such as “pitch inflec-
tions, timbre, dynamic changes in loudness, tempo and me-
ter, patterns of stress, and […] the use of silence – exactly 
those attributes which are used to describe a musical mel-
ody” (p. 253).  
 By creating Chatterbox as a gibberish-languaging agent, 
removing the semantic information stream of a particular 
language, we aimed at putting emphasis on this paralinguis-
tic dimension of languaging, and highlighting the affective, 
personal, and cultural aspects related to translanguaging. 
The agents construct their gibberish by recombining vocal 
sound segments, not according to any semantic measures, 
but by focusing on paralinguistic features, such as inflection 
and rhythm.  
  Consequently, we decided on the following base assump-
tions as guiding the design of the model: Paralanguage as 
non-semantic language akin to music, containing both an 
alphabet and grammar, yet devoid of a semantic represen-
tation (see also Nika, Chemillier, and Assayag 2016). Ac-
cordingly, we conceptualized sound as an infinite set that 
provides an alphabet of vocal sounds for any given lan-
guage, constituting a subset of sounds relevant to a particu-
lar language idiom. The alphabet was structured according 
to its paralanguage grammar, here considered as musical 
motives and phrases – analogous to words and sentences, 
yet intrinsically devoid of semantic meaning. Following the 
concept of the infinite creativity in a Chompskian generative 
grammar utterances (Linson and Clarke 2017), we then uti-
lized this paralanguage grammar as the constraint in the cre-
ative recombination of the alphabet into new utterances. 
Such grammar offered us compelling ways to inform a mul-
titude of musical phenomena and generative processes, in-
formed by what may be considered a syntactic mental rep-
resentation of paralanguage structure. 
 With a focus on translanguaging, the agents were de-
signed to (re)construct their gibberish based on four unique 
corpora of speech, each containing about one hour of a sin-
gle speaker in a specific language. The four corpora com-
prise a female Chinese speaker; a male French speaker; a 
male English speaker; and a female speaker of Inuktitut, one 
of the Inuit languages of Canada.   Figure 2. Chatterbox interaction microphone and two of the four 

speakers. 
 



 The interaction of dialogue between the loudspeaker-
agents, as well as the potential voices of visitors, is driven 
by the sonic dimension of the interaction alone, and occurs 
without the use of any visual components or other additional 
forms of communication. This poses a significant limitation 
in comparison to human agents that often use a range of cues 
in communication, such as lip movements, facial move-
ments, and gestures of other speakers. For example, a con-
ference call without video might invite more confusing in-
teraction between speakers than a conference call with 
video. Accordingly, the agents have to negotiate their turn-
taking based on the sound of their respective voices only. 
This behavior was implemented inspired by the subsump-
tion architecture – an architecture originally developed for 
creating intelligent and complex behavior through the paral-
lel layering of simple rules (Brooks 1991). A description of 
the implemented rules is elaborated in a later section, as we 
first turn to explain the design of the agents. 
 In this paper we describe the development and implemen-
tation of the interactive gibberish multi-agent system Chat-
terbox, as implemented within the interactive sound art in-
stallation Translanguaging. We present a number of related 
works that deal with concepts of language and translanguag-
ing in an artistic context, before providing a report on the 
design of the agent from both a technical perspective as well 
as some of the artistic considerations underlying the devel-
opment process. We conclude the paper with a discussion 
on a number of observations made in the process that high-
light some of the connections between (trans)languaging 
and the implementation of Chatterbox. 

Related Work 
The ideas around language, translanguaging, and dual pro-
cessing have been explored in many artworks in various me-
diums, a few of which we illustrate here. We begin by ob-
serving the work of Xu Bing (2011) and the development of 
his Square Word Calligraphy (see Figure 3 for an example 
of his style of calligraphy). At first glance the symbols may 
seem like traditional Chinese characters, though when ask-
ing Chinese viewers to read it, they will not be able to make 
sense of it. Further inspection reveals how the Chinese look-
ing characters are actually readable by English readers as 
they are assembled out of English letters, in the case of the 

example spelling the combination “square word”. Tong-
King Lee (2015) examined Bing’s work through a lens of 
translanguaging, where the dynamic communications of 
multi-linguals utilize linguistic and non-linguistic resources 
across semiotic boundaries when making sense of language. 
Lee further commented how verbal language may be seen as 
only one of the multi-modal semiotic resources available to 
a language user, introducing “an entire range of potentiali-
ties for meaning-making, which is not solely dependent 
upon verbal semantics, but also contingent on the specific 
configuration of text, mode, and medium in a particular 
communicative situation” (p. 444).  
 Another artist, who explored the semiotic disconnect in 
language representation, is the Israeli multi-media artist Uri 
Katzenstein. For the exhibition of his work Backyard, he de-
veloped a typeface of alternative graphical representations 
of the letters in the English alphabet, which he referred to as 
“a hieroglyphic system developed as a common language 
for man and machine” (Peleg Rotem 2015). While there is 
much room to interpret the artist’s intentions regarding his 
semiotic endeavors, the typeface would render readable 
English text incomprehensible. Through obscuring the se-
mantic content of text, the hieroglyphs confront a viewer 
with the semiotic resources available in languaging when 
distinguishing abstract symbols as text. 
 While the previous discussed artists focused on the visual 
dimension of (trans)languaging, the work of Claude 
Gauvreau addresses the sonic and poetic dimensions of oral 
languaging in the creation of his deconstructed, recon-
structed, and imaginary language “Explorean”. The sonic 
qualities of Gauvreau's imaginary poetry were further ex-
plored in a theatrical performance of “Faisceau d’épingles 
de verre,” where the text was performed utilizing computer-
generated speech (Marceau 2005). 
 While the work of Claude Gauvreau addressed the audi-
tory dimension of languaging through poetry, the aim of our 
Chatterbox installation is to additionally explore the inter-
active mode of translanguaging in a multi-agent system. We 
further address the disconnect in language representation, as 
present in the visual dimension of the work by Xu Bing and 
Uri Katzenstein, through the dual processing that occurs 

Figure 3. An example of Xu Bing’s Square Word Calligraphy, 
spelling out the words “square word” and the artist’s name and sig-
nature on the right (Bing, 2011) 
 

Figure 4. Illustration of the typeface “Backyard” created by Uri 
Katzenstein (2015) 
 



when languaging. By creating a disconnect from semantic 
meaning making, through the use of gibberish, we intend to 
highlight the multi-modal means available to us in the para-
language dimension of communication.  

The construction of gibberish 
The Chatterbox agent model was developed utilizing the 
MASOM software agent architecture – a musical agent 
based on a self-organizing map (Tatar and Pasquier 2017) – 
and adapting the model to the objectives of this project. The 
model is implemented in the Max 7 environment and utilizes 
MuBu (Schnell et al. 2009), PiPo (Schnell et al. 2017), fac-
torOracle (Wilson 2016), and a Self-Organizing Map 
(SOM) from the ml.* Machine learning toolkit, presented by 
Smith and Garnett (2012).  
 This section elaborates on the development of the alpha-
bet, letters, and grammar at the core of the agent. The alpha-
bet signifies the identification of a sound “memory”; the let-
ters refer to a learning process that assigns letters to this al-
phabet; and the grammar refers to the generative and crea-
tive paralanguaging processes involved in turning the 
memory into novel instances of gibberish.  

Segmentation  
The memory of the system begins with the construction of 
its alphabet of sound events 𝑋, derived from a single-lan-
guage audio corpus. The corpus is broken down into short 
audio segments at the approximate size of syllables, isolated 
from their semantic context.  
 The segmentation process identified the boundaries of au-
dio events and placed markers between events within the 
corpus. This created a corpus of voice segments with an av-
erage duration of ±200ms. Traditionally the segmentation 
process has utilized the spectral energy of a given audio ex-
cerpt for its Onset Detection Function (ODF), identifying 
peaks in the signal that signify the onset of sonic events. 
This approach, however, presents difficulty in detecting 
event onsets in audio with continuous energy, yet containing 
sonically dissimilar events (see Figure 5b). Such a phenom-
enon was significantly present in the audio corpus, as speech 
contains continuity between syllables in words, and words 
are often slurred together to form sentences. In order to ad-
dress this challenge, we opted to implement segmentation 
based on the temporal evolution of the spectral qualities of 
the signal. Instead of energy, we use the temporal evolution 
of the magnitude spectrogram of Mel frequency bands 
S#$%(t, b), also known as melFlux (Böck, Krebs, and Schedl 
2012), which shows significant improvement in detecting 
these onsets as elaborated below (see Figure 5c).  
 In practical terms, we calculated the magnitude frequency 
spectrum 𝑆(𝑡, 𝑘)  utilizing an FFT (where 𝑡  denotes the 
frame index and 𝑘 the frequency bin number) with a win-
dow size of 23ms (equivalent to 1024 samples at a sample 
rate of 44.1kHz) and a window hopsize between consecutive 
frames of 1.45ms (64 samples). The linear magnitude spec-
trum was subsequently recalculated to the logarithmic 

frequency representation of the mel scale, a perceptual fre-
quency spectrum more humanly and musically relevant. We 
achieved this by filtering the linear magnitude spectrum 
through a 32 bin Mel frequency filter 𝑀(𝑘, 𝑏) (where 𝑏 de-
notes the filter bin number). This process is described by the 
following formula: 

𝑆012(𝑡, 𝑏) = 𝑆(𝑡, 𝑘) ∗ 𝑀(𝑘, 𝑏)	
We additionally scaled the output of this filter logarithmi-
cally, as this seems to greatly improve performance (further 
supported by Böck, Krebs, and Schedl 2012). 
 The melFlux onset detection function 𝑚𝐹(𝑡) is subse-
quently derived by calculating the difference between con-
secutive frames, with an average calculated over 𝛿 = 21 
frames (this number was determined through trial and error). 
The final onset detection function 𝑚𝐹(𝑡) is then given by: 

𝑚𝐹(𝑡) = ;(
<=>?

<=@

𝑆012
2AB (𝑡, 𝑏) − 𝑆012

2AB (𝑡 − 𝛿, 𝑏))	

As the 𝑚𝐹(𝑡) contains both spectral, as well as energy in-
formation, it allows for a more musically-informed means 
to find event onsets, including onsets that do not appear 

Figure 5. Illustration of traditional Onset Detection Function in 
comparison with melFlux ODF 
 

c) input sample for segmentation with initial percussive sounds, 
followed by a melody of sine notes with continuous loudness. 
 

c) melFlux based ODF, detecting both percussive and continuous 
notes (projected over a 32-band mel spectrogram of the sample).  
 

c) energy based ODF, detecting percussive onset on the left, but 
not the continuous note onsets on the right (projected over an  FFT 
spectrogram of the sample). 
 



within the energy contour alone (see Figure 5). The exact 
threshold for identifying event boundaries was determined 
through experimentation with the corpus. In practice it pro-
vided a robust ODF that outperformed the energy based 
ODF in determining onsets in the language corpora. 

Paralanguage feature labeling 
After the segmentation process, the identified segments 𝑥 ∈
𝑋 were labeled with an 𝑛-dimensional feature vector	𝐹(𝑥), 
providing a fingerprint of audio descriptors focused on the 
paralinguistic features to be used as our final alphabet 𝑋. As  
the paralinguistic features reside in the inflections and 
changes of the voice, we concentrated on a differential de-
scription of the voice features within each segment, includ-
ing the change of Loudness G𝛥𝐿(𝑥)J from beginning to end, 
to identify the overall dynamic development; change in 
Zero-crossings G𝛥𝑍(𝑥)J  as indicator of pitch-inflection 
and/or noisiness; the change in 13 Mel Frequency Bands 
(𝛥𝐵M(𝑥), 𝑛 = 0,… ,12), indicating changes in timbre; and 
Duration G𝐷(𝑥)J as an indicator of rhythm.  

 Each segment was sliced in 23ms frames with a hopsize 
of 11.6ms, and the changes in features were calculated be-
tween consecutive frames. Rather than analyzing the abso-
lute values of features contained in each segment, we com-
puted the mean and standard deviation of the slope of the 
individual features, i.e. the slope of the respective contours 
over the segment. This provided a 31-dimensional finger-
print containing 𝐷(𝑥)  for duration, µ  and 𝜎  for 𝛥𝐿(𝑥) , µ 
and 𝜎 for 𝛥𝑍(𝑥), and µ and 𝜎 for 𝛥𝐵M(𝑥). 
 The focus on differential data is further motivated by the 
fact that the corpus consists of segments from a single 
speaker. As the loudness, pitch, and timbre of a single per-
son’s voice likely remain within a fairly limited range, the 
mean of the absolute features would likely average out as 
well. This suggests that the absolute features would offer lit-
tle information for the vocal characterization of segments. 
While the differential data would indeed offer little support 
for identifying absolute pitches and loudness of the voice 
sounds, it offers a greater emphasis on paralinguistic inflec-
tions through changes in pitch, loudness, and timbre (see 
Figure 6).  

A latent space of syllables 
Having populated our alphabet 𝑋 with the fingerprints of 
each segment 𝐹(𝑥), we subsequently used our alphabet as a 
data set for the training of a Self-Organizing Map (SOM).  
 SOMs are a form of artificial neural networks that utilize 
unsupervised training (Kohonen 1998). They are used to 
map a high-dimensional feature spaces onto a 2-dimensional 
map – organizing, classifying, and clustering the feature 
space, through the calculation of proximity as similarity of 
high-dimensional feature sets. In the case of our agent, we 
utilized a SOM to provide our model with a 2-dimensional 
representation of the 𝑛-dimensional fingerprint of our alpha-
bet. The 2-dimensional map offered an easy-to-navigate 
“landscape” of sonic material that represents a topological 
coherence of the original feature space of the segments – a 
latent space containing the memory of the audio corpus. As 
the fingerprints 𝐹(𝑥)  contain differential data, indicating 
the slope of features within each segment, we regard the la-
tent space of our SOM as a kind of gradient map of sonic 
features ∇𝐹TUV. 
 We subsequently assigned each segment 𝑥 to a node co-
ordinate 𝑛𝑜𝑑𝑒Z on the SOM according to the best matching 
unit function 𝐵𝑀𝑈G𝐹(𝑥)J that indicates the nearest node to 
a particular fingerprint. The nodes of the SOM are then used 
to cluster various segments in our library according to the 
respective similarity of their feature array 𝐹(𝑥), meaning 
that multiple segments may be mapped to a single node. As 
our gradient map ∇𝐹TUV  does not represent absolute de-
scriptors of sound, segments that are clustered together on a 
single node of our SOM might contain entirely different tim-
bres, yet still share similar features of languaging inflec-
tions. 

 Absolute  
loudness 

Loudness  
slope 

a) Absolute feature more successful 

 

µ𝐿(𝑥) = 1.0 µ∆𝐿(𝑥) = 0 

 

µ𝐿(𝑥) = 0.5 µ∆𝐿(𝑥) = 0 

b) Slope feature more successful 

 

µ𝐿(𝑥) = 0.5 µ∆𝐿(𝑥) = 1.0 

 

µ𝐿(𝑥) = 0.5 µ∆𝐿(𝑥) = −1.0 

c) Neither particularly successful 

 

µ𝐿(𝑥) = 0.5 µ∆𝐿(𝑥) = 0 

 

µ𝐿(𝑥) = 0.5 µ∆𝐿(𝑥) = 0 

Figure 6. Illustration of successes and failures of both absolute and 
slope feature values, when observing for example loudness. 
 



(Re)constructing non-semantic meaning 
Having assigned a node coordinate to each segment, we cre-
ated a node sequence that followed the order in which the 
segments appeared in the original audio. We then used this 
order to encode what is called a Factor Oracle (FO). 
 FOs are a tool originally developed for data compression 
(Allauzen, Crochemore, and Raffinot 2002) that offer great 
potential in creative applications. By encoding the represen-
tation of structure of a string, FOs allow for the efficient 
querying of a string for existing substrings (also known as 
factors) through the inclusion of forward-links; additionally, 
they enable the identification of repeating patterns through 
the encoding of suffix-links. Additionally, the FO represen-
tation provides a powerful tool for the generative explora-
tion of novelty, utilizing the encoded paralanguaging gram-
mar built from the provided corpus. This strategy presents 
us with a promising form of style imitation that explores the 
creative space presented by the original corpus. 
 By assigning each segment in our corpus with a coordi-
nate in our latent space, we represented the corpus as a string 
of node coordinates, encoding the “route” a particular se-
quence of segments represents on the gradient map. For ex-
ample, if the first segment was mapped to 𝑛𝑜𝑑𝑒_, the second 
to 𝑛𝑜𝑑𝑒`, the third to 𝑛𝑜𝑑𝑒<, and the forth to 𝑛𝑜𝑑𝑒`, we get 
the sequence: 

𝑠 = 𝑛𝑜𝑑𝑒_, 𝑛𝑜𝑑𝑒`, 𝑛𝑜𝑑𝑒<, 𝑛𝑜𝑑𝑒`	
Consequently, the clustering of segments on the SOM nodes 
according to their similarity, offered the possibility to iden-
tify patterns within the corpus. It is these repeating patterns 
of consecutive nodes that provided the motives and phrases 
for the construction of our paralanguaging grammar.  
 To conclude, by building an FO out of the string of nodes 
as encountered in the original audio, we encoded the para-
languaging grammar of our corpus. Subsequently, in the 
generative phase of our agent, we used the FO to explore 
and predict the order of segments as encoded. Utilizing the 
generative capabilities of the FO, the agent was able to speak 
new utterances devoid of semantic content, by playing node 
sequences as generated by the FO – thus creating a paralan-
guaging gibberish agent. 

The emergence of dialogue 
Having established the paralanguaging ability of the gibber-
ish agent Chatterbox, we are now faced with the task of get-
ting the agents to enter into a dialogue. In order to create a 
dynamic and interesting behavior of the agent’s turn taking, 
we drew inspiration from the subsumption architecture in 
layering simple rules for the creation of complex behavior 
(Brooks 1991). We subsequently defined a number of heu-
ristics that govern the turn taking behavior of the model. 
 At the base of the model’s subsumption architecture we 
defined the agent’s listening capabilities to detect silence 
and start speaking, as well as to stop speaking at the end of 
an utterance. This constitutes the first layer of the model’s 
heuristics: 

 
• Layer 1: “be chatty” 

o Start speaking when detecting silence 
o Stop speaking at the end of an utterance 

 
Through experimentation we found that the node with the 
minimum sum of all features in the latent space of the SOM, 
offers a reasonable indication of an end-of-utterance. Ac-
cordingly, we defined the agent to stop speaking when the 
node being played crossed a certain threshold, defined as a 
Euclidian distance from the minimum on the map.  
 While this rule would successfully govern the turn-taking 
between two agents, the addition of a third agent would 
cause two agents to respond and continue talking simultane-
ously. We therefore added another layer to check whether 
other agents are talking: 
 

• Layer 2: “politely test the waters” 
o If after n-segments there is silence, con-

tinue speaking 
o Otherwise stop speaking  

 
By defining the checkpoint after n-segments (default n=3), 
small variations in segment length between the various ut-
tering agents, determine which agent will continue speaking 
and which agent will stop.  
 In order to also include the anticipatory nature of how 
people interact through interrupting each other in a dialogue, 
we allowed the agents to do the same when expecting an-
other agent to stop speaking: 
 

• Layer 3: “also be a bit rude” 
o Start speaking when predicting another 

agent’s end of an utterance 
 
The ability to anticipate the end of a utterance was imple-
mented through the use of an FO conditioned by the same 
sequence that also governs the speaking of the agent. By an-
alyzing the input audio-stream according to the same 31 par-
alanguage features on which the agent was trained, the agent 
can match the input-speaker to a current node on its own 
SOM. Subsequently, the agent can predict a possible contin-
uation of the external speaker with the use of its FO, ren-
dered from the subjective perspective of how it would pos-
sibly continue the utterance itself. When the agent antici-
pates the external speaker to enter into the minimum of the 
latent space, suggesting a potential end-of-utterance, it may 
start speaking and somewhat rudely interrupt.  
 To promote dialogue to occur between two distinct 
agents, we added another layer to encourage the agent to re-
spond when testing the waters in layer 2: 
 

• Layer 4: “engage in dialogue” 
o Gradually increase n while speaking, en-

couraging engagement in discussion. 
 
 As a final layer, we moderated the discussions by encour-
aging agents to stop uttering when other are speaking: 



 
• Layer 5: “moderate discussion” 

o Gradually increase proximity threshold to 
end-of-utterance when speaking simulta-
neously. 

 
By enlarging the threshold that governs layer 1 to stop 
speaking, the agent is gradually encouraged to stop speaking 
when other agents are speaking concurrently. 
 It should be emphasized that each agent is trained on a 
different corpus with a unique voice and a different lan-
guage. As such, the inclusion of the subjective dimension of 
anticipation is what promotes the translanguaging behavior 
of the multi-agent system. In its essence, the subjective per-
spective of the agent in perceiving and responding to its en-
vironment, encourages the agent to interpret, and quite pos-
sibly misinterpret, the other agents. However, the agent 
(mis)interprets and foresees its environment according to 
how it would expect to behave itself. 

Discussion 
We have presented the interactive multi-agent system Chat-
terbox, as part of the sound art installation Translanguaging, 
exploring the notion of translanguaging as a mediation of 
multilingual and intercultural communication. We have dis-
cussed the act of languaging as a dual process comprising 
both semantic language communication, as well as paralan-
guage that indicates the affective, personal, and cultural as-
pects related to translanguaging. Through the creation of the 
Chatterbox agent, generating gibberish vocal streams de-
void of semantic content, we aimed to highlight the paralin-
guistic dimension of languaging.  
 Additionally, we provide a technical description of the 
Chatterbox agent model, and outlines the artistic motiva-
tions for the technical considerations of the implementation. 
The agent model comprises a gradient map that clusters a 
segmented audio corpus in the latent space of a SOM.  The 
audio segments are assigned a node in the latent space of the 
SOM according to their paralinguistic fingerprint. Describ-
ing the audio corpus as a sequence of nodes on the SOM, we 
construct an FO for the encoding of the paralanguage gram-
mar, and use the FO for the creative generation of novel ut-
terances by the agent according to the encoded grammar. In-
corporating simple subsumption architecture inspired rules, 
we further moderate the interaction between the gibberish 
agents, creating rich and complex multi-agent behavior in 
“paralanguaging discussion”. 
 While the above describes the final implementation of the 
gibberish agent model, we would like to share several ob-
servations we made throughout the process of creating the 
Chatterbox agent, highlighting some of the connections be-
tween the notion of (trans)languaging and the implementa-
tion of our model. 
 Firstly, after implementing the first three layers of the 
turn-taking heuristics, the agents were beginning to display 
rich and complex behavior when interacting with one an-
other. We tested the system and its interaction with a human 

agent through a microphone in a studio environment using a 
simple small speaker setup. We worked on fine-tuning the 
model in this environment, before working with the eventual 
4 speaker setup, until the agents behaved satisfactory and 
the interaction was engaging. However, when eventually 
scaling the setup and having the speaker-agents spread out 
comparable to how human agents would converse around a 
table, a curious phenomenon emerged: the human agent in-
teracting through a microphone would respond to a particu-
lar speaker agent, and expect the same agent to respond. In 
actuality however, often another agent would respond caus-
ing some cognitive confusion for the human agent, needing 
to redirect the attention and physically rotate in order to face 
the newly engaged speaker agent. Surprisingly, this conflict 
was entirely missed when observing the agents from a local-
ized perspective of the single speaker setup, and only be-
came apparent when human embodiment became part of the 
interaction, having to rotate one’s body to align with our 
perceptual focus. This observation led to the addition of the 
fourth heuristics for the interaction, encouraging the agents 
to engage in local two-agent dialogues within the larger 
multi agent discussion. 
 Secondly, we observed how the agents would often start 
speaking simultaneously as they were implemented with the 
same heuristics. This behavior created a sense of commotion 
in an often dense gibberish soundscape, and made the inter-
action seem somewhat hectic. The addition of the fifth layer 
in the turn-talking heuristics was intended to moderate the 
discussion accordingly and encourage agents to let the oth-
ers speak, limiting the undesired behavior (this in addition 
to the second layer already stating to “test the waters” before 
continuing to speak). While this indeed improved the inter-
action, we noticed it did not eliminate the recurrent commo-
tion altogether. However, rather than regarding this as a fail-
ure of the model, this behavior may actually be indicative of 
the multimodal dimension of human communication. Akin 
to a conference call without video, the agents were limited 
in medium to negotiate their turn and ended up “acci-
dentally” speaking together. We recalled how this issue also 
often emerged during the pre-video conference calling era. 
Any improvement for this behavior would likely come from 
incorporating a multimodal dimension to the interaction, 
such as providing the agents with visual feedback, as possi-
ble future directions for developing the Chatterbox agents. 
 As a final observation, we noticed that when the agents 
would speak with one another, there seemed to be a lacking 
connection in how one agent would answer the other. Ad-
mittedly, the agents were merely generating sentences ac-
cording to their own FO, exploring the latent space of the 
SOM; however, the challenge lay in how to create the con-
nection in between responses when there is no semantic con-
tent. The approach for addressing the challenge was moti-
vated from the same subjective perspective explored in the 
third heuristic, where the agent anticipates another agent to 
finish speaking by mapping the input to its own latent space. 
By fingerprinting the input audio-stream of the other agents, 
the agent can map and interpret the input as a node sequence 
from the subjective perspective of how it would 



paralanguage itself. Subsequently, when initializing speak-
ing, the agent can prime the FO governing its paralanguag-
ing gibberish, offering a subjective interpretation of contin-
uation of the external speaker. This solution follows a simi-
lar line of thought as the Continuator (Pachet 2003) in 
providing a stylistically consistent continuation between hu-
man and machine, both creating and anticipating according 
to a concept of style-imitation. 
 To conclude with a quote from Prof. Angel Lin, discuss-
ing her experience of the Chatterbox installation in a panel 
of language education researchers:  

“I think you can't escape that kind of feeling of […] 
otherness, when you hear something that you don't un-
derstand, chopped into bits and pieces. […]. It kind of 
represents what you feel when you’re encountering 
someone from a different culture, from a different 
background, who speaks with a different accent, or dif-
ferent tone, or just a different style, or just a different 
rhythm. That kind of alienness or otherness is so well 
represented there […], it is the beauty of what it is.”  
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