








Compositional success The next five questions rated the 
success of each work on a comparative scale between two 
descriptors: 
 5. Boring - Interesting; 
 6. Predictable - Surprising; 
 7. Mechanical - Organic; 
 8. Sterile - Emotional; 
 9. Uncommunicative - Communicative. 
 

Question Human-
limited 

Random System Human-free 

5 4.42 (1.37) 3.64 (1.38) 4.62 (1.71) 4.9 (1.76) 
6 3.73 (1.17) 4.19 (1.29) 4.56 (1.07) 5.08 (1.55) 
7 4.86 (1.18) 4.51 (1.39) 5.03 (1.16) 3.9 (1.71) 
8 3.92 (1.3) 3.46 (1.46) 4.82 (1.45) 4.49 (1.37) 
9 4.45 (1.11) 3.62 (1.44) 4.49 (1.3) 4.42 (1.45) 

Table 4. Experimental results for novice listeners for composi-
tional success. 

 The system was rated higher by novice listeners than the 
randomly generated work in every case, and was even con-
sidered better than the human-composed limited work in 
terms of interest, and surprise. Furthermore, it was consid-
ered the most organic, the most emotional, and the most 
communicative of all four works.  
 

Question Human-
limited 

Random System Human-free 

5 5.95 (0.89) 4.38 (1.6) 4.48 (1.72) 6.1 (1.04) 
6 5.43 (1.12) 4.67 (1.43) 5.14 (1.01) 6.14 (0.96) 
7 4.95 (1.32) 5.14 (1.24) 4.62 (1.24) 4.62 (1.72) 
8 5.62 (1.12) 3.48 (1.57) 4.81 (1.25) 5.71 (0.9) 
9 5.55 (1.1) 4.05 (1.66) 4.65 (1.63) 5.71 (0.9) 

Table 5. Experimental results for expert and semi-expert listeners 
for compositional success. 

 Expert listeners judged the system to be better than ran-
dom in every instance except mechanical vs. organic; how-
ever, the system was judged similar to the freely composed 
human work in that aspect. 

Skill level The next two questions assessed the skill level 
of the composer, on a comparative scale between two de-
scriptors: 
 10. Student-like - Professional 
 11. Poor craftsmanship - high craftsmanship 
  
Question  Human - 

limited 
Random System Human-free 

10 5 (1.19) 4.05 (1.25) 4.69 (1.22) 5.26 (1.18) 
11 5.32 (1.02) 4.57 (1.07) 4.86 (1.13) 5.38 (1.26) 

Table 6. Experimental results for novice listeners for skill level. 

Questions Human-
limited 

Random System Human-free 

10 5.76 (0.89) 3.86 (1.74) 4.14 (1.59) 6.14 (1.01) 
11 6.05 (0.74) 4.25 (1.33) 4.52 (1.44) 6.29 (0.96) 

Table 7. Experimental results for expert and semi-expert listeners 
for skill level. 

 Here, both sets of listeners were able to discern the hu-
man-composed from the machine-composed music. Al-
though the expert listeners rated the system less successful 
than the novice listeners, they also rated the random com-
position much lower. In all instances, the system was con-
sidered more skillful than randomly assembled sound-
scapes. 

Subjective Reaction Finally, the last question asked 
whether the listener disliked or liked the composition, on a 
comparative scale between “Did not like it” and “Liked it a 
lot”. 
 12. My feelings towards this soundscape composition. 
 
Question  Human - 

limited 
Random System Human-free 

12 4.42 (1.27) 3.57 (1.41) 4.36 (1.51) 4.92 (1.44) 
Table 8. Experimental results for novice listeners for listener 
subjective reaction. 

Question Human-
limited 

Random System Human-free 

12 5.76 (0.94) 3.67 (1.53) 4.05 (1.69) 5.95 (0.8) 
Table 9. Experimental results for expert and semi-expert listeners 
for listener subjective reaction. 

 Again, both sets of listeners preferred human-generated 
soundscape composition to machine-generated. Interest-
ingly, the variation in responses was higher to the machine-
generated works than the human-composed works, and the 
spread of these differences is higher for the expert listeners 
than for the novice. 

Qualitative Results 
Respondents were allowed to add any further comments on 
each of the works. One expert listener admitted to having a 
difficult time distinguishing between the success of the 
system piece and the limited human piece, only slightly 
preferring the latter for the sole reason that the signal proc-
essing was more closely correlated to the material itself – 
something that would be extremely difficult to automate. 

Conclusions and Future Work 
Listeners did prefer human-composed soundscape compo-
sitions to machine-generated. Interestingly, the freely com-
posed human work was consistently rated higher than the 
piece that imposed the same restrictions in which the sys-
tem operated: the type of processing, and the limited spa-
tial distribution. This suggests that the compositional deci-
sions that define Coming Together: Freesound may, in 
fact, be limiting its artistic success. 
 One aspect that differentiated both machine-generated 
compositions from the human-composed was the static 
nature of the overall amplitude envelope. This is a very 
high-level parameter that would require subtle changes in 
volume based not only upon the overall density and ampli-
tude, but the recent past. This action is actually managed 
by the composer during performance, carefully balancing 
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levels, and, for example, bringing down levels of more 
static recordings in favour of more dynamic ones. Creating 
such intelligent, autonomous high-level actions is currently 
being investigated, with the potential for a high-level “lis-
tener” agent analysing the cumulative result, and commu-
nicating its suggestions to the four generative agents. 
 The research instrument discussed here is a contribution 
in itself. As this system is a musical metacreation, valida-
tion and evaluation of such a system’s output is itself a 
challenging research area. Our future will investigate and 
try to evaluate the methodologies to do so. One particularly 
challenging aspect is that the system is capable of generat-
ing numerous pieces, with possibly varying levels of suc-
cess. Designing methodologies to measure that variability 
is an inherent challenge of the area.  
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